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Abstract

Training generative adversarial networks with custom datasets requires a lot of
technical expertise. We present GANDelve, a desktop application with a visual
interface and cloud backend for training GANs. Users can upload assets, build
networks, tweak hyperparameters and preview results from within the app without
coding. We demonstrate results and experiences of users. We show that with our
system, non-technical artists can train and interact with models using their own
image datasets, model architectures and hyperparameters.

1 Introduction

In recent years the use of generative adversarial networks [1] to create art has steadily risen. Artists
such as Mario Klingemann [2], Helena Sarin [3] and Scott Eaton [4] use GANs effectively to create
fascinating pieces of art based on carefully curated datasets.

Training custom models still requires extensive background and training, not just in being able to code
but also to understand the ecosystem of package managers, command shells and image conversion
as well as the hardware requirements inherent in training GANs [5]. All of these requirements are
incidental complexity [6], distinct from the essential complexity of curating the dataset or setting up
and tweaking the model. In this paper we propose an application that simplifies model training using
an integrated GUI-based approach.

2 Related Work

Google Colaboratory [7] makes it easy to access and use a Jupyter Notebook [8] style environment
to train models in the cloud using a single click [9]. However, providing the system with custom
datasets requires considerable work and expertise. Almost all examples use pre-configured datasets
such as MNIST [10].

RunwayML [11] is a desktop application that can run models using a visual interface. They have an
extensive library of pre-trained models and users can add their own. However, because the software
is restricted to running pre-trained models, users can’t use their own curated images.

3 Implementation

GANDelve is an Electron [12] desktop application. It allows users to build and tweak the generator
and discriminator network by visually joining layers together. A default network based on the
DCGAN architecture [13] is loaded on startup. At each layer in the model, we show the shapes
(array dimensions) of the input and output, e.g. 150 × 400 × 300 × 3 (150 images, height = 400,
width = 300, R/G/B color channels). This allows users to verify that inputs and outputs match. Assets
can be converted and uploaded from within the software. We support image preprocessing such as
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flipping or hue/brightness/contrast variations to augment the dataset [14]. The training loop and loss
functions are currently fixed but could be extended in the future.

Internally, the system builds a sequential model architecture in Keras [15] which is packaged and
sent to Google’s AI Platform [16]. Users can run multiple jobs simultaneously with different datasets,
hyperparameters, or model architecture. Each job is represented as a tab at the bottom of the screen.
Clicking the tab shows the job status, console logs, and image previews of the training. At the end of
each epoch we generate 5 examples at fixed positions in latent space, allowing users to visualize and
animate the training process.

4 Results

We used the software to develop a number of art pieces in collaboration with photographers and
graphic designers before and during LAbO 2019 [17], a 10 day interdisciplinary summer school
hosted by ChampdAction [18] in deSingel Art Campus in Antwerp.

Iren Loontjes — Polaroid Memories This work was based on found footage of incorrectly devel-
oped Polaroid images. The amount of images was quite low; we were able to augment the footage
using our augmentation tools (flip horizontal/vertical, random contrast and brightness differences).
The work was presented as a collection of images and a movie of the training process.

Joud Toamah — 100 Days Joud Toamah is a Syrian designer based in Belgium. Her visual research
on the acts of remembrance and forgetfulness emerging from repetitive interactions resulted in
drawing an image from memory every day, for a period of 100 days. Then she designed a system
for destroying these images through analog and digital manipulations such as cutting, folding and
blurring the images. She experimented with GANdelve to "restore" the original image after its
destruction. She used both the 100 hand-drawn original images and the 100 destroyed images to train
different models. The result is a collection of 5 movies of images being reconstructed, deconstructed
and explored.

5 Evaluation

We observed users being able to configure and tweak the network hyperparameters, and configure
convolution-based image filters to fine-tune the output. Users remarked that they found the system
easy to use with some training and a basic understanding of theory behind GANs. Users found the
integrated help useful in understanding the function of the different parameters and layers. Users
were unaware of the memory requirements to process the model, resulting in OOM errors. Halving
the batch size would often resolve the problem.

6 Ethical Considerations

Text or image classification systems trained on large-scale corpora (i.e. the internet) inherit human-
like biases [19, 20]. We don’t support pre-trained models, instead encouraging users to work with
their own curated datasets. Any bias in race, gender, religion or other bias would be solely based on
what the user has trained the system on.

7 Conclusion and Future Work

This paper presented GANDelve, a desktop application that simplifies the setup and skill required to
start training your own custom GANs. Our system makes it possible for non-technical artists to run
fully configurable GANs using their own datasets while avoiding the complexities of hardware and
software typical for generative AI workflows. We have shown through user observation and feedback
that the system opens up new possibilities for artists who would otherwise not use creative AI in their
work.

For future work, we want to investigate ways to make training more fool-proof, for example by
visualizing the memory needed in relation to the limits of the selected hardware. We will also
research configurable training loops so we can support more reliable loss functions such as WGAN or
WGAN/GP [21, 22] and more complex network architectures such as PGAN or CycleGAN [23, 24].

2



Acknowledgements

We’d like to thank Iren Loontjens, Joud Toamah and Sarah Adriaenssens for their patience and
support in using early alpha versions of the software. Lieven Menschaert provided guidance and
review for this paper. We also like to thank Sint Lucas Antwerpen and ChampdAction for supporting
our work.

References
[1] I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley, S. Ozair, A. Courville, and

Y. Bengio, “Generative adversarial nets,” in Advances in neural information processing systems,
pp. 2672–2680, 2014.

[2] M. Klingemann, “Mario klingemann, artist working with code, ai and data.” http://
quasimondo.com/, 2019. [Online; accessed 9-September-2019].

[3] H. Sarin, “Neural bricolage.” https://www.neuralbricolage.com/, 2019. [Online; ac-
cessed 9-September-2019].

[4] S. Eaton, “Scott eaton.” http://www.scott-eaton.com/, 2019. [Online; accessed 9-
September-2019].

[5] D. Foster, Generative Deep Learning. "O’Reilly Media, Inc.", 2019.

[6] R. Hickey, “Simple made easy,” in Strange Loop Conference. Keynote, 2011.

[7] Google, “Google colaboratory.” https://colab.research.google.com/, 2018. [Online;
accessed 9-September-2019].

[8] T. Kluyver, B. Ragan-Kelley, F. Pérez, B. E. Granger, M. Bussonnier, J. Frederic, K. Kelley, J. B.
Hamrick, J. Grout, S. Corlay, et al., “Jupyter notebooks-a publishing format for reproducible
computational workflows.,” in ELPUB, pp. 87–90, 2016.

[9] TensorFlow, “Google colaboratory — deep convolutional generative adversarial net-
work.” https://colab.research.google.com/github/tensorflow/docs/blob/r2.
0rc/site/en/r2/tutorials/generative/dcgan.ipynb, 2019. [Online; accessed
9-September-2019].

[10] Y. LeCun, “The mnist database of handwritten digits.” http://yann.lecun.com/exdb/
mnist/, 1998. [Online; accessed 9-September-2019].

[11] RunwayML, “Runwayml.” https://runwayml.com/, 2018. [Online; accessed 9-September-
2019].

[12] GitHub, “Electron.” https://electronjs.org/, 2013. [Online; accessed 9-September-
2019].

[13] A. Radford, L. Metz, and S. Chintala, “Unsupervised representation learning with deep convo-
lutional generative adversarial networks,” arXiv preprint arXiv:1511.06434, 2015.

[14] F. Chollet, “Building powerful image classification models using very little data,” Keras Blog,
2016.

[15] F. Chollet et al., “Keras,” 2015.

[16] “Google ai platform.” https://cloud.google.com/ai-platform/, 2019. [Online; ac-
cessed 9-September-2019].

[17] ChampdAction, “Labo 2019.” https://www.champdactionlabo.be/, 2019. [Online; ac-
cessed 9-September-2019].

[18] “Champdaction.” https://www.champdaction.be/, 2004. [Online; accessed 9-September-
2019].

3

http://quasimondo.com/
http://quasimondo.com/
https://www.neuralbricolage.com/
http://www.scott-eaton.com/
https://colab.research.google.com/
https://colab.research.google.com/github/tensorflow/docs/blob/r2.0rc/site/en/r2/tutorials/generative/dcgan.ipynb
https://colab.research.google.com/github/tensorflow/docs/blob/r2.0rc/site/en/r2/tutorials/generative/dcgan.ipynb
http://yann.lecun.com/exdb/mnist/
http://yann.lecun.com/exdb/mnist/
https://runwayml.com/
https://electronjs.org/
https://cloud.google.com/ai-platform/
https://www.champdactionlabo.be/
https://www.champdaction.be/


[19] A. Caliskan, J. J. Bryson, and A. Narayanan, “Semantics derived automatically from language
corpora contain human-like biases,” Science, vol. 356, no. 6334, pp. 183–186, 2017.

[20] J. Buolamwini and T. Gebru, “Gender shades: Intersectional accuracy disparities in commercial
gender classification,” in Conference on fairness, accountability and transparency, pp. 77–91,
2018.

[21] M. Arjovsky, S. Chintala, and L. Bottou, “Wasserstein gan,” arXiv preprint arXiv:1701.07875,
2017.

[22] I. Gulrajani, F. Ahmed, M. Arjovsky, V. Dumoulin, and A. C. Courville, “Improved training of
wasserstein gans,” in Advances in neural information processing systems, pp. 5767–5777, 2017.

[23] T. Karras, T. Aila, S. Laine, and J. Lehtinen, “Progressive growing of gans for improved quality,
stability, and variation,” arXiv preprint arXiv:1710.10196, 2017.

[24] J.-Y. Zhu, T. Park, P. Isola, and A. A. Efros, “Unpaired image-to-image translation using
cycle-consistent adversarial networks,” in Proceedings of the IEEE international conference on
computer vision, pp. 2223–2232, 2017.

Supplementary Materials

Figure 1: Screenshot of the GANDelve desktop application, showing the generator network architec-
ture and its parameters. At the bottom, the results of a running job are displayed.
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Figure 2: "Polaroid Memories" by Iren Loontjens. Top row are the original images; bottom row are
generated using GANDelve.

Figure 3: "100 days" by Joud Toamah. First row are the original drawings, second row are gener-
ated using GANDelve. Third row are digitally destroyed images; fourth row are generated using
GANDelve.
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